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Abstract 

Background Behavioural marker systems are used across several healthcare disciplines to assess behavioural (non‑
technical) skills, but rater training is variable, and inter‑rater reliability is generally poor. Inter‑rater reliability provides 
data about the tool, but not the competence of individual raters. This study aimed to test the inter‑rater reliability 
of a new behavioural marker system (PhaBS — pharmacists’ behavioural skills) with clinically experienced faculty 
raters and near‑peer raters. It also aimed to assess rater competence when using PhaBS after brief familiarisation, 
by assessing completeness, agreement with an expert rater, ability to rank performance, stringency or leniency, 
and avoidance of the halo effect.

Methods Clinically experienced faculty raters and near‑peer raters attended a 30‑min PhaBS familiarisation session. 
This was immediately followed by a marking session in which they rated a trainee pharmacist’s behavioural skills 
in three scripted immersive acute care simulated scenarios, demonstrating good, mediocre, and poor performances 
respectively. Inter‑rater reliability in each group was calculated using the two‑way random, absolute agreement 
single‑measures intra‑class correlation co‑efficient (ICC). Differences in individual rater competence in each domain 
were compared using Pearson’s chi‑squared test.

Results The ICC for experienced faculty raters was good at 0.60 (0.48–0.72) and for near‑peer raters was poor at 0.38 
(0.27–0.54). Of experienced faculty raters, 5/9 were competent in all domains versus 2/13 near‑peer raters (difference 
not statistically significant). There was no statistically significant difference between the abilities of clinically experi‑
enced versus near‑peer raters in agreement with an expert rater, ability to rank performance, stringency or leniency, 
or avoidance of the halo effect. The only statistically significant difference between groups was ability to compete 
the assessment (9/9 experienced faculty raters versus 6/13 near‑peer raters, p = 0.0077).

Conclusions Experienced faculty have acceptable inter‑rater reliability when using PhaBS, consistent with other 
behaviour marker systems; however, not all raters are competent. Competence measures for other assessments can 
be helpfully applied to behavioural marker systems. When using behavioural marker systems for assessment, educa‑
tors must start using such rater competence frameworks. This is important to ensure fair and accurate assessments 
for learners, to provide educators with information about rater training programmes, and to provide individual raters 
with meaningful feedback.
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Background
Behavioural marker systems (BMS) are used across sev-
eral healthcare disciplines to assess behavioural (non-
technical) skills, but rater training is very variable, and 
inter-rater reliability (Table 1) is generally poor [1]. BMS, 
such as ANTS (anaesthetists non-technical skills) [2], 
NOTSS (non-technical skills for surgeons) [3], and Medi-
StuNTS (medical students non-technical skills) [4], have 
been incorporated into formal training curricula. How-
ever, if inter-rater reliability is poor, we are left with the 
problem of deciding when raters are ‘good enough’ and 
which raters to choose.

According to Messick’s validity framework [6], inter-
rater reliability is part of the evidence often provided 
when examining the internal structure of an assessment 
tool [7]. Evidence of good reliability is essential for sum-
mative assessments but much less important for forma-
tive assessments [8]. Where assessments rely on human 
raters, the greatest threat to the reliability of the assess-
ment is rater inconsistency [9]. It is therefore very impor-
tant to study inter-rater reliability when introducing a 
new assessment tool into a curriculum, particularly if it 
is to be used as part of a high-stakes summative examina-
tion. Inter-rater reliability is also crucially important if an 
assessment tool is to be used as part of research.

However, while inter-rater reliability can provide some 
validity evidence for a tool, it does not provide any evi-
dence with regard to the competence of individual raters 
(see definition, Table 1). Information about rater compe-
tence could be helpful for providing individualised and 
meaningful feedback to raters, as well as informing eval-
uation of rater training programmes.

Individual rater competence depends on several fac-
tors. Generally speaking, the extent to which a rater 
agrees with the goals and methods of the training assess-
ment will influence their accuracy [10]. Yeates et al. [11] 
argue that variability between raters is due to three fac-
tors: differential salience (where raters place focus or 
emphasis on different factors); criterion uncertainty 
(where raters are unsure of the standards expected of a 
certain level of learner); and information integration 
(when raters use their own narrative language to assess 
a learner and then convert this to the given scale after-
wards) [11]. Within BMS ratings specifically, raters may 
misclassify behaviours into the wrong elements, espe-
cially when using an unfamiliar BMS [12].

There are several methods of assessing rater compe-
tence. At the simplest level, we can assess whether raters 
are able to fully complete the assessment for each par-
ticipant. It has also been proposed that rater competence 
assessments could include agreement with another rater 
[13], ability to rank participants in order of performance 
[14], and assessments of stringency versus leniency 
(whether a candidate is a ‘hawk’ or a ‘dove’) [15]. A fur-
ther source of rater error is the so-called halo effect [16], 
in which a rater makes a global judgement about a par-
ticipant and uses this to inform all ratings, instead of dis-
criminating between different behaviours. This error may 
be particularly relevant for BMS, but has not yet been 
discussed in the simulation literature.

In the current study, we set out to assess the inter-rater 
reliability of a new BMS, called PhaBS (pharmacists’ 
behavioural skills) [17]. When considering inter-rater 
reliability, we noted that previously reported figures for 
other BMS were often low [1], even after 8  h of rater 
training [12]. Previous work suggested that clinically 
experienced faculty were more likely to have good inter-
rater reliability than clinically inexperienced raters [1]. 
Possible reasons for this include experts paying more 
attention to contextual factors [18] and noticing cues that 
novices tend to ignore [19].

However, even with good inter-rater reliability, we 
wanted to understand how many of the raters could be 
considered competent to use the BMS. This informa-
tion would facilitate recommendations about the use of 
PhaBS within training curricula and research, as well as 
providing frameworks by which researchers could inves-
tigate the competence of their BMS raters.

Aims
Main aim
To test the inter-rater reliability of the PhaBS marker sys-
tem with both clinically experienced faculty raters and 
near-peer raters.

Secondary aim
To assess the overall competence of raters to use the 
PhaBS marker system after brief familiarisation, by 
assessing the following characteristics:

1. Completeness of the data
2. Agreement with an expert rater

Table 1 Definitions [5]

Inter‑rater reliability: “The extent to which independent evaluators produce similar ratings in judging the same abilities or characteristics in the same 
target person or object” [5]

Rater competence: Raters’ ability to use the tool to differentiate between different levels of performance across different skills, both between partici‑
pants and between one individual’s skills in various domains
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3. Ability to rank performances
4. Stringency or leniency
5. Ability to identify an appropriate behaviour range 

(avoiding the ‘halo effect’)

Relevance to the simulation community
This study may be of particular relevance to the simu-
lation community, as simulation is an effective tool to 
aid learning of behavioural skills [20], and learning out-
comes relating to behavioural skills are common within 
simulation. The Healthcare Simulation Standards of Best 
Practice encourage the use of measurable objectives and 
suggest building simulation scenarios to align with these 
objectives [21]. BMS may therefore provide a framework 
for scenario design, with different scenarios aligned to 
different behavioural skills identified within the BMS. 
BMS may also be useful within debriefing, either as an aid 
for self-debriefing [22] or to provide a common language 
for facilitators and learners to discuss their observations 
and experiences [23]. Finally, BMS may also be used as 
observation tools for learners who are not actively partic-
ipating within scenarios, because evidence suggests that 
observer tools improve learning and satisfaction for such 
participants [24].

Methods
Ethical approval
Ethical approval was granted by the NHS Education 
for Scotland Research Ethics Service (NES/Res/30/22/
Pharm).

Study design
We created three videos of simulated scenarios in which 
a trainee pharmacist (pharmacist in their first year after 
qualification), working together with other staff, treated 
a sick patient while displaying differing levels of trainee 
pharmacist behavioural skills. We then recruited phar-
macist raters to participate in a 30-min PhaBS familiari-
sation session, immediately followed by independently 
rating the trainee pharmacists’ behavioural skills in the 
videos using PhaBS.

Context and setting
This study took place in Scotland, where pharmacist 
training involves a 4-year undergraduate master’s degree, 
followed by 1 year in which they are employed and super-
vised as a trainee pharmacist [25]. Within hospitals, 
pharmacists play a key role as part of a multidisciplinary 
team and are involved in the treatment of acutely unwell 
patients. Trainee pharmacists in Scotland undertake 
interprofessional immersive simulations to help them 
to learn the behavioural skills required to help them to 
perform these tasks. PhaBS is not yet incorporated as an 
assessment tool, but there are plans to trial it as a forma-
tive assessment tool within the new Post-Registration 
Foundation Simulation Programme scheduled to launch 
in Summer 2025. There are also plans to introduce PhaBS 
as a research tool, hence the focus on inter-rater reliabil-
ity in this paper.

The PhaBS tool
PhaBS shares the structure of all BMS, which include 
overarching categories, elements within those categories, 
and observable positive and negative behaviours. PhaBS 
categories and elements are shown in Table 2. A full ver-
sion of the tool, and the content validity evidence, has 
been published previously [17].

If used summatively, each element of PhaBS is scored as 
either 1 (poor), 2 (marginal), 3 (acceptable), 4 (good), or 
5 (excellent). ‘Poor’ behaviours are those which threaten 
patient safety, and ‘excellent’ behaviours are positive 
examples for others. This scoring system echoes that of 
other BMS [2–4].

Choice of simulation as a research tool
Within simulation-based research, studies can assess 
the efficacy of simulation (simulation as the object of the 
research) or can use simulation as an investigative meth-
odology (simulation as the tool for the research) [26]. This 
study used simulation as the tool for the research, rather 
than using real-life scenarios because it was possible to 
script the scenarios to demonstrate a variety of positive 
and negative behaviours and also possible for senior cli-
nicians to observe poor behaviours without intervening. 
However, while simulation was the tool for the research, 

Table 2 Categories (headers) and elements (under each category) within the PhaBS BMS

Situation awareness Decision-making and prioritisation Collaborative working Self-awareness

Gathering information Identifying options Involving the patient Role awareness

Recognising and understanding information Prioritising Information sharing Speaking up

Anticipating, preparing and planning Dealing with uncertainty Leadership or followership Escalating care

Implementing or reviewing decisions Coping with stress
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the results of this research may be of particular relevance 
to the simulation community, as explained above.

Scenarios
We produced three videos of immersive simulated sce-
narios. Each scenario consisted of a pharmacist (act-
ing at the level of a trainee pharmacist) working with an 
advanced nurse practitioner (acting at the level of a jun-
ior doctor) to treat an acutely unwell patient (SimMan 
or actor). The same pharmacist acted in each video, and 
the videos were scripted in order to demonstrate both 
positive and negative behaviours. One performance was 
overall good, with mostly positive behaviours, one was 
overall poor with mostly negative behaviours, and one 
was mediocre, with a mixture of positive and negative 
behaviours. However, even within the poor performance, 
some acceptable behaviours were still evident.

The patient observations were controlled remotely 
and available on the patient’s bedside monitor. The three 
scenarios included an elderly patient with urosepsis, 
a patient with severe acute asthma, and a patient with 
epilepsy who had suffered a stroke. Further details of 
the patient scenarios are given in the Additional file  1: 
Appendix. Scenarios lasted between 5 and 6 min.

Rater recruitment
We recruited raters by email. Raters were identified by 
the principal lead for pharmacy simulation, and were all 
either clinically experienced members of pharmacy simu-
lation faculty, or near-peer pharmacists (qualified within 
the last 3  years). We excluded faculty who had been 
involved in the development of PhaBS. Participation was 
voluntary, and raters provided informed written consent.

We based our sample size on the Medi-STuNTS inter-
rater reliability study [1], which demonstrated that 11 
clinically experienced raters were required to achieve 
good inter-rater reliability. We aimed for 12 raters in each 
group, to account for unexpected dropouts. We expected 
this to give us a narrow width for the confidence interval 
of the ICC, since each rater would rate 3 trainees on 14 
different elements, which gives a total of 462 data points 
when 11 raters are employed. This is well above the 140 
required data points for a narrow confidence interval, 
when inter-rater reliability of 0.7 or above is expected 
[27].

Rater familiarisation with PhaBS
Two researchers (S. E. S. and S. M. S.) conducted a 
30-min PhaBS familiarisation session with all raters (in 
two separate groups). The session was conducted online 
via Microsoft Teams. It included a brief introduction to 
the structure of a typical BMS and a specific overview 
of PhaBS. We encouraged raters to read the situation 

awareness category of PhaBS and then watch a short 
situation-comedy-based video clip. Raters scored the sit-
com character, using the situation awareness category of 
PhaBS. We repeated this process, using different video 
clips, for each of the other categories. The purpose of 
the activity was to increase familiarity with the PhaBS-
positive and -negative behaviours and scoring system and 
provide an opportunity for questions and discussion.

Data collection
Immediately following the 30-min familiarisation session, 
raters were asked to score the three videos of simulated 
scenarios described above. They were asked to score the 
trainee pharmacists’ behavioural skills while watching the 
videos but were also allowed a further 3 min after com-
pletion of the video to complete their scoring. Questions 
were not permitted, and raters were asked not to confer. 
At the end of the session, all raters sent their completed 
PhaBS score cards to the lead researcher, alongside their 
demographic data and signed consent forms.

Data analysis
All data analysis was conducted using IBM SPSS version 
29.0.0.

Data analysis: Aim 1
Inter-rater reliability of PhaBS was determined using the 
intra-class correlation coefficient (ICC). Table 3 explains 
the difference between various types of ICC statistic and 
explains the reasons that we chose to perform a two-way 
random, absolute agreement, single-measures ICC.

Interpretation of ICC results is somewhat subjective, 
but we chose to use Cicchetti’s scale: ≤ 0.40 poor agree-
ment, 0.40–0.59 fair agreement, 0.60–0.74 good agree-
ment, and ≥ 0.75 excellent agreement [29].

Other BMS studies which report two-way random, 
absolute agreement, single-measures ICCs for their 
scales have reported the following results:

• Medical student non-technical skills (Medi-StuNTS): 
0.37 (0.26–0.52) [1]

• Non-technical skills for surgeons (NOTSS): 0.29–
0.66 [30]

We therefore pragmatically considered an ICC of 0.4 
(fair agreement), to be a reasonable cut-off for inter-rater 
reliability for PhaBS.

Data analysis: Aim 2
We assessed rater competence in each of the five areas 
using the following methods:
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Completeness
The numbers of raters who were able to score every ele-
ment for every simulation participant were compared 
using Pearson’s chi-squared test.

Agreement with an expert rater
An expert rater marked the pharmacist in each simu-
lated scenario using the PhaBS marker system, at the 
same time as the other experienced faculty. The expert 
rater was a clinically experienced pharmacist, with a 
leadership role in pharmacy simulation, who participates 
regularly in facilitating simulations for trainee pharma-
cists. He had a high degree of familiarity with both the 
performance expectations of trainee pharmacists and the 
PhaBS marker system.

Agreement with the expert rater was calculated using 
a weighted kappa. Agreement scores were classified into 
‘poor’ (kappa < 0.40) or ‘fair or better’ (≥ 0.40). Numbers 
of raters with ‘poor’ versus ‘fair or better’ were compared 
using Pearson’s chi-squared test.

Ability to rank performance
The number of raters in each group able to rank the three 
performances in the correct order (good performance, 
mediocre performance, and poor performance) was com-
pared using Pearson’s chi-squared test.

Stringency
We totalled the scores given by each rater for each sim-
ulation participant and used these to calculate a mean 
score per simulation participant. We assessed raters as 
hawks (extremely stringent) if their mean scores were 

two standard deviations or more below the mean and as 
doves (extremely lenient) if their mean scores were two 
standard deviations or more above the mean [15].

We used Pearson’s chi-squared test to assess the differ-
ences in numbers of extremely stringent or lenient asses-
sors in each group.

Ability to identify appropriate range of behaviours 
within performance
We were interested in assessing for the halo effect, in 
which raters fail to adequately differentiate between dif-
ferent behaviours within a single performance. There is 
no standard way to calculate this, but one way is to com-
pare the standard deviations across the performances 
[31].

We hoped that in calculating the spread of scores that 
each rater gave to each simulation participant, we would 
be able to assess whether raters could identify positive 
behaviours within an overall poor performance and nega-
tive behaviours within an overall good performance.

We were interested in the spread of scores given by 
each rater to each simulation performance. For a single 
rater, we calculated the standard deviation of scores given 
to performance 1, the standard deviation of the scores 
given to performance 2, and the standard deviation of the 
scores given to performance 3. We then summed these 
three scores to give an overall ‘spread score’.

We repeated this for all raters. We then looked more 
closely at the scores given by raters who fell outside of 
one standard deviation from the mean ‘spread score’ for 
all raters, noting differences between the scores they gave 
versus the expert rater score, in order to decide whether 
or not they should be deemed competent.

Table 3 Explanation of the types of ICC (adapted from Landers, 2015 [28]), with justification of the type of ICC used in this study

Type of ICC Explanation of the difference Type used in this study Justification

One‑way random (ICC 1), two‑way 
random (ICC 2) or two‑way mixed 
(ICC 3)

One‑way random assumes that there 
are no consistent raters for all ratees
Two‑way random assumes consistent 
raters for all ratees, and the raters are 
a sample from a larger population. Two‑
way mixed assumes consistent raters 
for all ratees, and the raters are a popula‑
tion, not a sample

Two‑way random All raters rated the same ratees. Our raters 
were a sample from a larger population

Correlation or absolute agreement Absolute agreement is used when it 
is important for scores to be the same 
(such as in academic exams). Correlation 
is used if, for example, a mean of ratings 
will be used, and the absolute value 
is less important

Absolute agreement Desire to know how well each rater would 
assess the ratee

Single measures or average measures The single‑measures ICC determines 
the accuracy of a single rater when used 
alone. The average‑measures ICC deter‑
mines the accuracy if multiple raters 
are used

Single measures Desire to understand the accuracy 
of a single rater when used alone
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We assessed the difference between number of raters 
with low, high, or normal ‘spread scores’ using Pearson’s 
chi-squared test.

Aggregate score
We compared the number of raters fulfilling all five of the 
above criteria in each group, using Pearson’s chi-squared 
test.

Correction for multiple comparisons
We made six comparisons between the experienced 
faculty group and near-peer group. Using a Bonferroni 
correction for multiple comparisons, we considered the 
results to be statistically significant if p < 0.0083.

Results
Demographics
We recruited 22 raters, including pharmacists from all 3 
regions of Scotland. Their demographic data are given in 
Table 4.

Aim 1: Inter-rater reliability of PhaBS
For the experienced faculty group, all data were com-
pleted. The single-measure ICC for this group was 0.60 
(good agreement), with confidence intervals of 0.48 (fair 
agreement) to 0.72 (good agreement).

For the near-peer group, there were several rows with 
incomplete data. Eight out of 42 rows of data were there-
fore excluded from the analysis (as ICC requires a com-
plete set of data in each row). The single-measures ICC 
for this group was 0.38 (poor agreement), with confi-
dence intervals of 0.27 (poor agreement) to 0.54 (fair 
agreement). The differences between in the two groups 
are shown in the graph in Fig. 1.

Aim 2: Rater competence in each area
Competence in each of the five attributes, alongside abil-
ity to fulfil all five criteria, is shown in Fig. 2.

The only statistically significant difference between 
the groups was completeness of data, with 9/9 (100%) of 
experts versus 6/13 (46.2%) able to give scores for every 
element (p = 0.0077).

Table 4 Demographic data of participants. Lengths of time are given as means, with range in brackets

Experienced faculty group Near-peer group

Number of participants Nine participants Thirteen participants

Length of clinical experience 18.4 years (8–27 years) 2 years (8 months–3 years)

Length of pharmacy education experience 8.3 years (1.5–17 years) 0 year (no participants with any experience)

Length of pharmacy simulation faculty experience 3.5 years (1–17 years) 0 year (no participants with any experience)

Fig. 1 ICC with confidence intervals for the experienced faculty raters versus the near‑peer raters
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Identifying a behaviour range
We interrogated the data to understand which raters 
would be deemed incompetent excluding those who had 
a spread score of more than one standard deviation from 
the mean.

Those with extremes of variability score are discussed 
in Table 5.

Note that while we were originally intending to assess 
the halo effect (low score spread), further interrogation 
of the data led us to believe that high variability was a 

further sign of aberrant examiner behaviour which war-
ranted a closer look at such raters.

Results summary
In summary, within the experienced faculty group, all 
raters were able to rank performance and avoid extreme 
stringency or leniency. Six out of the nine raters were also 
able to achieve fair or better agreement with the expert 
rater. A group of seven were able to identify an appropri-
ate behaviour range. Overall, five out of nine raters were 

Fig. 2 Percentage of experts and near peers who score well for completeness, agreement with experts, ability to rank performances, ability to avoid 
extremes of stringency, ability to identify an appropriate behaviour range and aggregate score (ability to fulfil all five criteria)

Table 5 Analysis of the exclusion attributed to the variability score and whether this was warranted

Rater Score Interpretation Previously excluded? If not, exclusion based on variability 
score warranted?

Experienced faculty EF1 1.13 Low variability (halo effect) No For the overall poor simulation performance, 
the rater had awarded only ‘poor’ scores 
for every element, in contrast with all other 
raters. Exclusion warranted

Experienced faculty EF8 1.29 Low variability (halo effect) Yes — poor agreement with the expert 
rater

Near‑peer NP10 1.41 Low variability (halo effect) No This rater gave only ‘poor’ or ‘marginal’ scores 
to both the overall poor and overall medio‑
cre simulation performances, despite most 
other raters finding examples of ‘good’ 
or ‘acceptable’ behaviours. Exclusion war‑
ranted

Near‑peer NP1 3.80 High variability No This rater awarded six inappropriate ‘poor’ 
scores to the overall good performance, 
in contrast with all other raters. Exclusion 
warranted

Near‑peer NP6 3.10 High variability Yes — data incomplete and poor agree‑
ment with expert rater

Near‑peer NP8 3.16 High variability Yes — data incomplete

Near‑peer NP12 3.57 High variability Yes — data incomplete, poor agreement 
with expert rater and inability to rank
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competent in all five areas after a single familiarisation 
session.

Within the near-peer group, a large majority were able 
to rank the performance and avoid extreme stringency or 
leniency. When identifying a behaviour range, only 6 out 
of 13 were able to identify an appropriate range. Seven 
out of 13 showed fair or better agreement with the expert 
rater. Overall, 2 out of 13 fulfilled all 5 criteria.

The only statistically significant difference between 
the two groups was that of data completeness. All of the 
experienced faculty raters were able to provide a com-
plete data set, versus less than half of the near-peer raters.

Discussion
This study has investigated the inter-rater reliability of 
PhaBS when used by experienced faculty raters, versus 
near-peer raters. The experienced faculty group showed 
at least fair-good agreement, whereas the near-peer 
group was poor-fair. Based on this information, we can 
conclude that PhaBS has inter-rater reliability that is at 
least as good as other BMS, when used by experienced 
faculty.

However, this information only tells one part of a story. 
On interrogating the data more closely, it is clear that 
there is considerable variation in rater competence. Not 
all raters can be deemed competent after only a brief 
familiarisation with the tool. Assessing the competence 
of the raters based on completeness, agreement with an 
expert rater, ability to rank performances, and stringency 
led to an assessment of incompetence for 3/9 experi-
enced faculty raters and 11/13 near-peer raters.

The above measures alone were not sufficient to fully 
exclude all incompetent raters. In this study, we have 
produced a new assessment of the ability to identify an 
appropriate behaviour range within a performance (the 
spread score). This led to an assessment of incompe-
tence for a further two experienced faculty raters, on the 
grounds of poor variability (giving similar scores across 
all elements regardless of the observed behaviour range, 
otherwise known as the halo effect). It also led to an 
assessment of incompetence for a near-peer rater, who, 
despite showing fair agreement with the expert, had 
awarded a high number of aberrant ‘poor’ scores. We 
believe that this extra assessment of rater competence is 
helpful for identifying those raters whose scores should 
be looked at more closely.

Notably, the experienced faculty were much better 
at completing all scores than the near-peer assessors. 
We hypothesise two possible reasons for this. This first 
concerns the cognitive load placed on the two groups of 
raters. Cognitive load theory purports that we are only 
able to hold a small amount of information in our work-
ing memory at one time [32]. Experienced faculty are 

more familiar with using rating systems in general and 
may have been more familiar with some of the terms in 
the marker system; thus, their cognitive load may have 
been lower. However, against this hypothesis is the fact 
that not all experienced faculty were able to identify an 
appropriate behaviour range, suggesting that they could 
not give the whole marker system their full attention. 
An explanation that is perhaps more likely is that expe-
rienced faculty were using system 1 thinking (also known 
as type 1 reasoning) to help them complete the ratings. 
System 1 thinking is a rapid process that uses intuition, 
whereas system 2 thinking is a slower, more effortful ana-
lytic process [33]. It has previously been suggested that 
raters use of system 1 versus system 2 thinking might 
affect their judgements [34]. The hypothesis that the 
experienced faculty raters may be using more system 
1 thinking than the near-peer assessors is supported by 
the fact that, unlike the near-peer raters, all experienced 
faculty raters were able to complete all ratings and rank 
the performances in order. In fact, one member of expe-
rienced faculty gave one performance only ‘poor’ rat-
ings throughout, suggesting that the rater attended to 
their intuition rather than faithfully utilising the marker 
system.

Raters may have reverted to intuitive thinking in 
response to the high mental workload required to rate 
performances using a marker system. Mental workload 
has previously been shown to be high for objective struc-
tured clinical examinations (OSCEs) [35]. Given that 
OSCEs are checklist based, BMS (which require raters 
to rate each individual item) may require an even higher 
mental workload, though this has not been studied. Pos-
sible mechanisms to reduce mental workload include 
rater training [36, 37] or task simplification [36–38]. For 
example, if using PhaBS for summative assessment, sev-
eral raters could each mark a single performance, and 
each rater could intentionally focus on a different cat-
egory within the marker system. This would reduce the 
number of items for each rater to mark, which may be 
helpful given that longer checklists are associated with 
a higher chance of reverting to global assessments [39]. 
The impact of facilitator training, or task simplification, 
on PhaBS rater competence could usefully form the basis 
of a further study.

Ten years ago, Dietz et  al. called for established 
standards for the testing and reporting of psychomet-
ric evidence of BMS [40], but despite their increased 
use across a variety of disciplines, there is no consen-
sus on reliability testing of these tools. Throughout the 
BMS literature, there are examples of inter-rater reli-
ability, often measured using ICC [1, 12, 30, 41]. The 
ICC scores are often very low when the single-meas-
ure ICCs are reported, suggesting that it is difficult to 
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achieve good inter-rater reliability for BMS. This study 
has shown that even when the ICC is in the ‘good’ 
range, it does not follow that every rater is competent. 
We would suggest that for BMS, instead of seeking high 
levels of inter-rater reliability, we should instead focus 
on methods for assessing rater competence. When 
doing so, we should include within our assessment 
the ability to rank actual observed behaviours, rather 
than giving overall intuitive scores. Rater competence 
assessments may also be a helpful way to better under-
stand responses to rater training.

Strengths and limitations
This inter-rater reliability study introduced raters to a 
new BMS, PhaBS, using a brief familiarisation session 
that could easily be replicated on a larger scale. This study 
therefore gleaned data from naïve users of the tool, which 
may more closely mirror real-life introductions to such a 
tool, rather than a lengthy training session.

Our study’s main aim was to assess the inter-rater reli-
ability, and a secondary aim was to assess rater compe-
tence. We based our sample on the number needed for 
inter-rater reliability assessments. As such, our study 
was insufficiently powered to detect differences in some 
of the competence attributes between the two groups. 
Additionally, Pearson’s chi-squared test may not be as 
reliable with small sample sizes.

Our scenarios were scripted, which is common in BMS 
inter-rater reliability studies [2, 30, 42]. This allowed us 
to test raters’ competence in assessing a range of perfor-
mances. However, it would be interesting to study the 
ICCs with unscripted scenarios, to more closely reflect 
real-world use.

A potential confounding factor was that the experi-
enced faculty and near-peer groups undertook their 
familiarisation sessions separately. We attempted to 
ensure that the training was as similar as possible, with 
the same facilitator, same script, and same amount of 
time allowed. As researchers, we had no vested interest 
in finding either the experienced faculty or near-peer 
group to be better, and so did not risk any accidental 
bias in delivering the session. Nevertheless, in an ideal 
study, all raters would have attended the same session 
together.

Further work
In this study, we created a ‘spread score’, which was based 
on previous methods for assessing the halo effect [31]. 
This method was somewhat validated within our small 
data set, but it would be useful to analyse larger numbers 
of raters to validate this method. A larger data set would 
also help us to identify differences between competence 

scores for experienced faculty and near-peer assessors, 
although arguably, given that less than half the near-peer 
assessors were able to complete the assessment, and we 
could not recommend that they use it without additional 
training.

It would be very helpful to study whether rater train-
ing could improve rater competence, noting that previ-
ous work has been unable to show any improvement in 
competence as a result of rater training for assessments 
such as the mini-CEX [43] or ANTS [12]. It would also be 
interesting to conduct a qualitative study, to explore how 
raters use BMS. Similar studies have been illuminating 
for studying OSCE examiners [44, 45], but have not been 
replicated in BMS raters.

Regarding the PhaBS tool, this study has provided evi-
dence for inter-rater reliability (a subset of internal struc-
ture validity evidence). Content validity evidence for this 
tool has been presented elsewhere. Future studies could 
aim to provide further validity evidence for this tool 
according to Messick’s framework, including additionally 
internal structure evidence, as well as response process, 
relationship with other variables, and consequences evi-
dence [6, 7].

We would suggest that within simulation, PhaBS 
may be helpful for scenario design, to provide a com-
mon language within debriefing conversations, and as 
an observer tool. Further work could usefully focus on 
whether PhaBS provides benefits within any of these 
domains. PhaBS may also be helpful as a research tool, 
though if used as such each rater’s competence should 
first be assessed using the competence framework sug-
gested within this paper.

Conclusions
Experienced faculty have acceptable inter-rater reliabil-
ity when using PhaBS. However, acceptable inter-rater 
reliability does not mean that all raters are competent. 
When considering using BMS for summative assessment 
or research, we need to change the conversation and look 
beyond inter-rater reliability to start asking important 
questions about rater competence. This will help us to 
provide fair and accurate assessments for learners, as well 
as provide us with useful information about rater training 
programmes, and provide individual raters with mean-
ingful feedback.
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